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Editorial  
Ahmad Nazzal defines biotechnology as, “a field 
of science that involves using living organisms 
and organic substances to create or modify 
environments, produce goods, or improve 
human health.” 

Biotechnology is a vast topic and can be 
defined by using biological systems and living 
organ isms in production processes. Bio tech -
nology is commonly employed to make 
medical treat ments using biomolecules and 
living cells.  

It is vital that the massive amount of raw 
data generated during omics medical research 
is understood for medical treatments to be 

successful. Unfortunately, Big Data has resulted 
in a data bottleneck where lots of data are not 
processed because omics data processing 
technology needs to catch up. For some 
perspective, a 2015 estimate says about 40 
petabytes of genomic data are produced at a 
population scale yearly.1 One petabyte equals 
1000 terabytes, and one terabyte equals one 
million megabytes. Almost 900 megabytes of 
data are needed to store information from one 
human genome. 

Ahmad  explains that bioinformatics is where 
biology, computer science, and infor mation 
technology meet to help process large data sets. 
He glances over artificial intelligence (AI) 

regulation as a medical device because how to 
regulate it remains unclear. He writes about 
genomics and proteomics and how artificial 
intelligence is developing to process Big Data. 
Ahmad highlights the importance of public 
perceptions concerning how AI and bio -
technology are embraced in the world. 

I want to thank Ahmad for helping me to 
understand the developing role of AI in 
bioinformatics and biotechnology. 

Jennifer Bell 
 
1. Eisenstien M. Big data: The power of 

petabytes. Nature. 2015;527:S2–S4.  
doi:https://doi.org/10.1038/527S2a 

 
 

Artificial intelligence, biotechnology, and trust

n
 rtificial intelligence (AI) is changing 
biotechnology. In this article, I discuss 

recent breakthroughs of AI in biotechnology, 
obstacles preventing faster progress, the future of 
the field, and the major role medical writers can 
play in building trust in the public about the 
future of AI in biotechnology. 

First, let’s look at the history of AI. In the 
1950s, scientists seriously started to debate 
inventing machines that mimic human intelli -
gence, and when breakthroughs in our 
understanding of DNA occurred. The field of 
artificial intelligence (AI) was born.1 Today, AI 
can perform tasks such as visual perception, 
speech recognition, decision-making, translation 
between languages, and analysing data.2 

However, AI is the new kid on the block when 
it comes to biotechnology.3 Biotechnology is a 
field of science that involves using living organ -
isms and organic substances to create or modify 
environments, produce goods, or improve human 
health.4 AI is making it easier and faster to find 
new drug targets for diseases, detect diseases and 
harmful mutations, prog ramme synthetic DNA, 
and analyse DNA sequence data.3 
 
AI regulations in healthcare 
The volume of data that AI can process is 
increasing. This makes it difficult to assess the 
quality and safety of AI-driven healthcare 
solutions. Therefore, in 2019, the US published a 

discussion paper that explains the approach to 
premarket review for AI-driven healthcare soft -
ware when used in conjunction with a medical 
device.5 Then, in 2021, the International 
Coalition of Medicines Regulatory Authorities 
published a report that provided recom -
mendations for regulating therapies using AI.  
The report recommended adopting a risk-based 
approach, establishing governance structures, 
and fostering data reliability. Furthermore, it 
supported transparency, understanding, and real-
world monitoring of patient functioning.6 
However, it is unclear how to keep up with the 
pace of innovation while regulating algorithms as 
medical devices.7 

 

Breakthroughs 
Bioinformatics, also known as computational 
biology, merges biology, computer science, and 
information technology. Bioinformatics acceler -
ated areas of biotechnology that includes gene 
and protein sequencing, identification, predic -
tion of function, understanding of complexity, 
structure and folding, and drug design and 
development.8 AI has helped to make significant 
advances in biotechnology and bioinformatics. 
 
Advances in genomics 
Genomics is the study of the sequence and 
function of genes. The human genome is a set of 
approximately 3 billion base pairs on 23 pairs of 
chromosomes,9 with differences between 
individuals called genetic variations.10 There is a 
vast amount of data for each human being that 
standard statistical tools cannot analyse.11 

However, AI-based applications promise to help 
in this area. For example, DeepVariant,12  

a convolutional neural network, outperformed 
standard tools on variant-calling tasks.13 

Furthermore, AI algorithms can improve 
variant classification and predict the impact of 
those variations. For example, PrimateAI,14  
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a convolutional neural network, outperformed 
previous methods in variation detection. It was 
trained on data from 120,000 human samples 
and showed superior performance compared to 
other variant pathogenicity prediction tools.15 

However, not all genes code for proteins. 
Understanding non-coding genes remains an 
open challenge for the field.16 It is estimated that 
up to 11% of rare genetic disorder causes could 
be traced to non-coding genes.17 AI is expected 
to improve our understanding of non-coding 
genetic variations. For example, a deep layer 
neural network called SpliceAI18 was able to 
predict non-coding genetic variants.17 

The Human Genome Project 
highlights many genomics field 
advances. On October 1, 1990, the 
Human Genome Project was 
officially launched after planning in 
the late 1980s. It took scientists 13 years of work 
and almost US $3 billion in funds to map the 
human genome, a mosaic of sequences from 13 
individuals.9,19 However, even today, amend -
ments are being made to the human genome 
reference sequence. Advances in the genome 
sequencing field have led to considerable 
reductions in the cost of genome sequencing. In 
2014, the US$ 1000 genome was announced, and 
20,000 human genomes could be sequenced in  

1 year.20,21 Costs have continued to reduce, and 
a human genome can be sequenced for US$ 600 
with the US$ 100 genome not far behind due to 
advances in AI and computing.22 
 
The protein folding problem and AI 
Proteins are the building units and the working 
molecules of the cells. They are made up of chains 
of amino acids, which can be arranged in a variety 
of ways in 3D space. Therefore, studying protein 
folding is difficult. In fact, it is referred to as a 
“grand challenge” in biology. 

In biology, it is crucial to understand the way 
a protein folds because it reveals its function.23 

Scientists study protein folding 
using x-ray crystallography – an 
expensive, time-consuming, and 
error-prone process.24 In theory, it 
is possible to determine protein 

structure by reading its amino acid sequence – 
this was impossible until 2020. 

In December 2020, Google DeepMind25 – a 
division of Alphabet Inc.26 responsible for 
developing AI – introduced a neural network-
based model, AlphaFold,27 to accurately predict 
how proteins fold. This was acclaimed as the 
solution to the 50-year-old protein folding 
problem.28,29 Three months later, and in 
partnership with the European Molecular 

Biology Laboratory-European Bioinformatics 
Institute (EMBL-EBI), DeepMind launched the 
AlphaFold Protein Structure Database. Now, 
scientists can access and download the shape of 
every single protein in the human body and 
proteins of 20 additional organisms. This is 
expected to help scientists find solutions to 
antibiotic resistance, microplastic pollution, and 
climate change – a One Health approach.30 
 
Drug discovery and AI 
Drug discovery is an expensive, complex, and 
uncertain process.31 The process of drug 
development can take around 12 years and costs 
up to €3 billion.32 Drug development can be 
divided into three stages: hypothesis generation, 
candidate development, and commercialisation. 
Hypothesis generation involves target identifi -
cation and validation, assay development, and 
lead generation. Once a couple of candidate leads 
are generated, the drug goes into animal studies 
for optimisation. Optimisation is an elaborate, 
time-intensive, and costly process. Once optimi -
sation is done, first-in-human testing starts with 
a Phase IA clinical trial, in which the drug is 
tested on a small number of healthy volunteers. 
This is followed by Phase IB trials to establish 
safety, steady-state pharmacokinetics, and 
maximum tolerated dose. If the drug provides a 

T

Without data, 
there can be no 
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proof of concept, it can move forward to larger 
randomised Phase II and Phase III trials to 
establish safety and efficacy. This is followed by 
marketing and continuous global optimisation.33 

AI will enhance the process substantially.34 

Machine learning or deep learning – both sub -
topics in the field of AI – can be used to discover 
and optimise therapeutic candidates faster.35 In 
addition, AI is expected to cut down the costs of 
drug discovery. According to a one market size 
analysis, AI has the potential to save US$ 70 
billion by the year 2028 in the drug discovery 
field.36 Therefore, leading pharma companies are 
forging partnerships with AI start-ups and 
companies.34 As such, faster drug discovery will 
require more medical writers to help get 
approvals from regulatory agencies. 
 
Challenges 
New technologies from AI have made significant 
advances in data-driven fields like biotechnology 
and medicine.37 This AI-driven innovation in 
biotechnology and medicine will continue to 
increase.38 However, this progress faces 
challenges.39 
 
The data set challenge 
One of the biggest challenges in applying AI to 
biotechnology, medicine, and healthcare is the 
lack of properly annotated, standardised, and 
non-biased data sets. Without data, there can be 
no usage of AI.40 

AI specialists train AI algorithms on real-
world data.41 In AI there are two approaches to 
train an algorithm: supervised learning and 
unsupervised learning. In supervised learning we 
need to input a set of input data and to have the 
desired output labelled by human experts. The 
input data is made up of a set of things or events 
which can be repeated in a predictable pattern. 
The desired output is a prediction of the next 
event in the sequence. For example, in the 
prediction of an alphabet, the desired output is a 
letter. The input is a sequence of letters. It is a lot 
like teaching a small child the alphabet. In 
teaching a small child the alphabet, a person can 
tell the child what the alphabet is and what sound 
each letter makes. This would be the input data, 
and the desired output would be the child 
recognising the letter once presented. Thus, 
learning the alphabet. 

As such, biased data sets will create biased AI. 
Many AI algorithms are trained with data sets 
that consist of data that reflect the biases of the 
culture that created it. In 2019, researchers found 
that an algorithm – used in US hospitals to 
predict which patients need extra medical care – 
favoured white patients over black patients. This 

algorithm affected 200 million patients.42 To 
create an ethical non-biased benevolent AI, we 
need to assess data sets for biases, inequities, and 
discriminations.43 Nevertheless, credible data 
sets remain a challenge for AI progress in data-
driven fields including biotechnology. 

 
The mindset challenge and building trust 
AI is a powerful tool that could help but also 
could magnify flaws in the system at a damaging 
scale. Troncoso suggested that the greatest 
challenge to the usage of AI in 
healthcare is to change mindsets 
towards AI.44 

Troncoso proposed that this 
challenge is representative of each 
society’s mindset. And to achieve a 
change in attitudes, we need to 
educate and increase awareness of 
AI, to make AI more explainable, 
and to build trust between parties 
involved in the process. By the 
same token, it is recommended to 
implement ethical frameworks, 
encouraging positive behavioural 
intentions behind using AI and 
strike a balance between the 
exchange of individual data and the 
public for the greater good.44 
 
The role of medical writers 
in building trust 
AI is becoming more present in the world of 
biotechnology, where it will work with human 
scientists to solve real-world problems. 
Unfortunately, biotechnology often suffers from 
a bad reputation. And negative stories in the 
media, such as those related to controversies 
involving biotech companies, do not help.45 On 
the other hand, AI has potentially dangerous 
implications; many scientists believe it could lead 
to a dystopian future.46 Both are likely to be 
difficult for the public to accept without effective 
communication efforts. 

The advancements of bio technology research 
are dependent on the use of AI. However, due to 
the complexity of this field, it requires a 
significant amount of trust from the public.47  
In order to possess a certain level of trust, the 
public needs to be able to understand the benefits 
and risks of biotechnology advancements. Here 
is where medical communicators come in. 
Medical writers are experts in writing complex 
medical information and conveying it to others 
in easy-to-understand language. 

The main challenge with AI is that it is 
increasingly difficult to understand – the future 
of technology is a mystery even to the best 

scientists. Despite this, medical writing will be a 
considerable part of the future. Therefore, 
medical writers would do well to learn about how 
AI works. They can easily do so by taking free 
online courses on the topic and grasping the 
subject. 

 
Future 
In today’s world, we produce a massive amount 
of biomedical data. AI can digest massive 
datasets. Thus, in the future, AI will increase the 

accuracy of diagnosis, reduce the 
human error rate, and help 
healthcare pro fess ionals deal 
with a growing workload.48 

One particularly exciting area 
is personalised medicine. Future 
personalised medicine will 
consider patient’s genome to 
design tailored therapies. AI will 
make genetic testing more 
accurate, cheaper, and acc ess -
ible.11 Researchers are already 
using the technology to iden tify 
genes that are responsible for rare 
diseases in individual patients,49 
to understand cancer 
genomics,50 and to create new 
therapies.34 

 
Conclusion 
The future of AI is ours to create. 

It offers tremendous potential to the fields of 
medicine and biotechnology. It can help us to 
accelerate screen ing and diagnosing diseases, as 
well as provide better patient-centred healthcare. 
Never the less, we need to be aware of AI’s risks, 
such as aggravating existing social biases. Today, 
there is more hype and less reality around AI in 
the biotech industry and start-ups – executives 
believe there is a gap between what AI can do and 
what people think it can do.51 I think that with 
continuous education we can recognise the hype 
from reality in the field of AI, determine its risks, 
and overcome obstacles facing it. 
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